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AI is THE current buzzword, and it has many forms
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Let’s take a step back… AIs are exposed to specific 
risks: but why?

On the inputs…

INPUTS

LEARNING

PROCESSING

On learning…

On processing…

On the outputs…

OUTPUTS

Non-deterministic

Non completely 
explainable

Evolve over time
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Evasion

Chevrolet ChatBot

Poisoning

Poison GPT

Oracle

GPT 3.5 “company 
failure”

Those risks include new cybersecurity threats...
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Cyber for AI

AI for CyberAI against Cyber

AI and Cyber are linked in three different ways

But the priority today is the Cybersecurity of the AI applications!
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The most tested use-case: ~70% of clients’ 
looking at AI use-cases have their own internal 
chatbot for collaborators.

Clients stay prudent, but we see a few use 
cases of chatbot being open to the public.

Only most mature clients, often tailored their 
field of expertise:

➢ Predictive maintenance for the industrial sector
➢ Text to code for software development company
➢ Feelings & emotion analysis for call centres
➢ Production forecast for luxury companies

Internal chatbot

Public chatbot

Tailored AI use-cases

Developing AI is no longer an expectation, it’s a reality!

4

3

2

1

in ideation phase

after business & risk filtering

in POC Status

50-150

10-30

+/- 10

use-cases to be launched2-3
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IT’S TIME TO MAKE IT 
     SECURE!
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Source: NIST AI Risk Management Framework (NIST AI RMF) 
2023

The NIST AI RMF list the following key area to consider when establishing trusted AI.

Key risks to consider are broader than just cybersecurity!

They are key risks associated with each of these categories. Most mature clients add their own values (e.g., 
environmental impact & human oversight).
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10%
of our clients have established  a 
global governance  to tackle trusted 
AI with  all aspects of trust.

of our clients are in the process of 
defining who should tackle some 
aspects e.g.: bias management

30% Loose governance with topics affection to teams still not explicitly  
defined.

Drafting a comprehensive charter on AI. The idea is to 
publish a framework with about twenty rules to limit the 
most dangerous practices, establish good habits, and 
provide visibility to the right contacts based on the 
questions project leaders may have.

60%
of our clients established at least a 
global AI policy to tackle AI 
trustworthy topic & manage all risks 
through the existing cybersecurity 
process

What is the situation regarding the governance for 
trusted AI today?

Implementation of an ad hoc structure to address AI-related 
risks by gathering relevant manager (legal, ethics, security…).
Each branch assesses the risks of the use case according to its 
domain of application. A decision is made at the hub level after 
considering all feedback.

Establish a RACI to guarantee 
every AI trustworthy category is tackled accordingly.

Our Recommendation:
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A risk-based approach Be prepared for compliance!

̸ Unacceptable risk projects are easy to identify and to stop,
and transformations will mainly concern high-risk or
limited-risk projects.

̸ Projects identification is the main focus and remains the 
priority.

Don't confuse compliance risk scales with
business/company risk scales!

̸ AI act is the next step in the AI field, the update to comply
with it must be carry out!

̸ The obligations will arrive gradually, but updating may 
take some time.

Commercialization ban on 
unacceptably risky AIs

Low-risk, minimal-risk and high-
risk AI systems must comply 

with

High-risk AI systems already 
regulated by other European 

texts must comply

LLM foundation models 
must comply with

Adoption of the 
AI Act

May 2027
November

2024
May 2025 May 2026

March 
2024

This integrated governance is the approach introduced in 
the AI Act

This is the main focus on AI compliance at 
the moment!
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How to secure AI
in practice?
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A questionnaire for quick sorting of use cases 
according to their sensitivity, to enable a risk-based 
approach.

Implement a structured process to classify both 
existing and new AI initiatives

In practice

4

3

2

1

Assess them against a set of questions (10–15) drawn from 
the 4 pillars of :

Define the appropriate risk treatment strategy for 
each category. 

Identify AI systems within your organisation and put in 
place a procedure to ensure that all new AI initiatives are 
identified

/ Data and Input

/ AI Models

/ Intended use / Task and Output

Classify them into four risk categories based on the AI Act:

Unacceptable Strong Moderate Minimal

The main points is to classify the AI use case

This allows identifying those that require heightened focus on cyber and trustworthiness
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First let’s focus on 

In house applications

̸ Use in house or external / open-source 
models : open source or collaborative model 
downloaded on platforms such as Hugging Face

̸ Combining existing in-house models

New usages in existing applications

̸ Deploying artificial intelligence functionality on 
applications already in use

̸ Example : Zoom Companion, Microsoft Copilot 
Github or M365, ChatGPT…

To secure AI, you must consider…  who builds it!
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Must-have controls

Standards controls

High-end controls

The existing cyber controls may be updated to mitigate cybersecurity 
risks of AI!

Many security controls are non-trivial to set up or require 
specific and rare skills!

Fortunately, the AI cybersecurity market is booming! 

For in-house use-cases, the ability to select appropriate 
measures may be complex!
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Fortunately, the AI cybersecurity market is booming! 
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20%
of clients have or are setting up a dedicated GenAI
platform to setup their own AI projects

Azure AI

Mostly using options provided by 
their Cloud Service Provider..

…sometimes specialized service 
providers

An accelerator for securing your use case: contracting 
with AI platform to ease secure development

Ease maintaining models in 
security conditions 

Allow levering native security 
controls

.. and they can help enforce 
security

➢Model temperature

➢Master prompt setup

➢RAG…
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But using these platforms is not sufficient to develop 
secure AI systems!

Set up the right roles and governance

➢Clarify the responsibilities between those three 
roles : Model & platform provider, Platform owner, 
Project owner. Ex: Plugin & API security, shadow AI 

monitoring, global project security, model & platform security over 
time…

➢Understand what the provider doesn’t do for 
security and ensure you are filling the gaps

Ensure proper awareness of platform use

➢List authorized model uses and enforce them 
(e.g. at least list forbidden usage)

➢List best practices for platform and model 
usage (e.g. prompt engineering best practices to 
avoid hallucinations)
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In house applications

̸ Use in house or external / open-source 
models : open source or collaborative model 
downloaded on platforms such as Hugging Face

̸ Combining existing in-house models

New usages in existing applications

̸ Deploying artificial intelligence functionality on 
applications already in use

̸ Example : Zoom Companion, Microsoft Copilot 
Github or M365, ChatGPT…

To secure AI, you must consider…  who builds it!

And now let’s look at
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MS 365 Copilot Salesforce Einstein

Examples of new GenAI us in your existing apps

GitHub Copilot

Understand the provider security practices about
its AI solutions, especially:

➢ Do they have a dedicated process to evaluate AI risks?
➢ Do they have AI security skills?
➢ Is the training phase secure? How?
➢ Where the training data comes from?
➢ How is the model built?

Check vendors’ security practices

Recommendations for a secure deployment

Update your contractual clauses

Ensure that contractual clauses allow for secure
deployment of the solution. Specific and new AI
security clauses can be considered:

• AI security Awareness for AI developers

• MLOps Security

• AI Pentest and associated mitigation plans

The roles and accountabilities must be clear 
between the stakeholders, especially regarding security:
•  AI model maintenance
• Detection of vulnerabilities on the model
• Attack detection (prompt injection…) 

This can be done through an AI Security Assurance Plan. 

Discuss the proper governance

The deployment of AI provider solutions requires also 
security checks and dedicated risk analysis

…
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Securing is good…

but testing is better!
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Main providers assemble dedicated 
security teams…

̸ Microsoft, OpenAI, Meta… are setting up
dedicated testing teams of sometimes 100+
people

Whatever strategy you choose (or mix of it) you need to 
test in real life if that works!

…But it is not enough! Tests are still 
required especially if some fine-tuning 
was involved!

…but you have a responsibility for your 
in-house algorithms

̸ You need to carry out your own tests when
developing your models / use cases / applications.

̸ Several angles of attack are possible, from the
simplest (playing with prompts...) to advanced,
statistics-based attack mechanisms.

̸ In the process, AI pentest is mandatory for all
high-risk projects.

AI attacks is a whole new field where progress is 
being made every day, both on the attack and 
defence sides.
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Our pentesting techniques had to evolve adapting to AI
specificities…

It requires an in-depth understanding of the taxonomy of threats along the entire AI lifecycle...

… that we tested and adapted to land our redteam framework on the market

Assessing AI biases and capabilities

• Hallucination (overall coherency, trustfulness …)
• Misinformation (responses to biased inputs)
• Robustness (resiliency to specific inputs/characters)
• Harmfulness (ethical behavior, safety guidelines …)
• Prompt Injection (sensitivity to DAN-like inputs, compute

tactics, prefix-injection …)

• Pre-prompt access (illegitimate access to LLM instructions)
• Input/output filtering (length, toxicity …)
• Illegitimate internal data retrieval (for RAG-like systems)
• API limitations (rate limiting, captcha behaviors …)
• Detection & monitoring (incident investigation capabilities)

Assessing AI limitations

Monitoring

.

.DeploymentTestsModelProcessingCollection

Oracle attacks
⁄ Membership inference

⁄ Model extraction

⁄ Model inversion

Manipulation attacks

⁄ Evasion

⁄ Model reprogramming

⁄ Denial of service

Poisoning attacks

⁄ Dataset poisoning

⁄ Retraining poisoning
Prompt injection Prompt injection Guide
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Underlying infrastructure / GenAI hosting platforms

LLM

API / SaaS
In house

Applicative 
frontend

User GUI

Dataset

Build infrastructure

Monitoring infrastructure

Robustness of the underlying LLM
• Robustness of the model in regard with 

the usecase (harmfulness, hallucination, 
misappropriation …)

• Resiliency to "prompt injections" (DAN-
like inputs, compute tactics, prefix-
injection …)

• Assessment of the embedded security 
counter-measures

Client facing problematics
• Web-oriented consideration 

(session management, 
client-side injections …)

• API limitations (rate limiting, 
captcha behaviors …)

Logging & Monitoring

• Detection capabilities
• Investigation capabilities

Proper storage and access 
restriction all along the AI 
lifecycle :

• For sensitive/personal 
data

• For model & training data

Sensitive data 
identification & retrieval

Classical infrastructure 
security best-practices 
(mostly cloud-based)

So … how should we pentest AI-driven systems in practice?

RAG

In-house 
documentation-

driven enrichment
End users

Plug-in & 
Interconnections

Stream security
Types of data exchanged
Potential for data exfiltration
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AND YOU COULD BE SURPRISED WHAT 

YOU CAN DO!
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And you could be surprised what you can do!

… so as internal 
chatbots built on 
Azure..

Especially 
ChatGPT 3.5… 

All chatbots based on foundation models are vulnerable
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And you could be surprised what you can do!

Master prompt extraction

Deterrence email redactionAnd Copilot is no exception! 

With compromising results…

Finding secrets with very simple prompt
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AI development tools and platforms are in the
hands of data scientists. The priority is mostly
performance, not security, and model hardening
is not enough for secure AI.

Secure AI Development Detect and response

The evolution of AI is accompanied by an
increase in vulnerability and attacks on these
systems. The ability to trace and investigate
failures must also evolve.

Models built by third parties may be faulty or
insufficiently secure. There is a need to work
with providers on updates, model resistance
and security support.

External sources

What takeaways from our redteaming assignments?

To avoid bigger problems in the future, particularly with systems containing more sensitive data, or systems that are 
more exposed, three priority areas for action have been identified from the audits:

90%
of the red teamings have revealed major security
vulnerabilities, even when additional layers are
added to the platform.

today with limited impact given
the use cases

➢ Majority of red teaming on LLM, Chatbot with additional layers such as RAG
➢ This use-cases are mostly support functions and do not have decision-making authority

Today

BUT
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Keep in mind that the AI ecosystem is among the fastest 
evolving one, requiring a great deal of proactivity and 
awareness

For the first time, we include security alongside the apparition 
and development of a technology

This is a great opportunity to include security by design, in 
order to ensure solid security foundation for future, more 
complex, systems

AI security, 4 challenges and 3 key points to take away

1
Train cyber and data 

scientists’ teams

2 Build the proper governance

3 Implement the proper tooling

4 Stay alert
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